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Abstract --- object  discrimination arid pattern
recognition are compulationally  intensive and for
many defense and corr~mcrcial applications, speed is
o f  the esxsence. A  n o v e l  Nlimensional VI.SI
architecture in which neural network integrated
circuits (ICS) are stacked together and mated to an
image sensor may be used to solve such problems.
New compact, high speed, low powfer,  analog neuron
and synapse circuits, suildble  for such .3-I) z-plain
stacking arc reported. ‘l’he neural circuits have hecn
designed for incorporation into a recoofigurab]e
nloitilayer  perception consisting of 64 inputs, up to
64 hidden units, and up to 6 outputs, which can be
utiliz4ed to solve a variety of pattern recognition
problems. The circuits, fi~bricated in a 1.2 ~m
CMOS process have achieved 12S m propagation
through a synapse neuron pair, resulting in 4 MIIz
operatiou  through tlw envisioned 3 layer feed
forward network. Power diwipation  at these speeds
is expected to be under 30 n]W per chip.

I. lNIKODLICIION

I’allcrn  recognition is cor~~~)u[:itior]ally  inlcnsive  and for
many dcfc.nsc and comn~ercial applications, speed is of
lhc C,w(’ncc. Neural networks, implcrncnlcd  ill
sortwarc, Ilave been reported for such applications, but
arc slow [ I]. W .S1 rcalimt ions of neural rlclworks
have been utilized  to greatly rcducc processing time
and ar~’ useful in a variety of applications [2,3].
Ilowcvcr  IIlc size of [Ilc V1,S1 networks arc oftco
lilni[cd b y  awiilablc  silicol[  area (constr-aincd  b y
increasing cost and dccrcasirig  reliability as die size
iricrca.scs).  Silicon area can bc incrcascd through the
usc of wafer-.scalc integration, multichip  modules or dic
stacking.  Dic stacking is particularly attractive since it
is c.xtrcmcly  compact. A cube, constrrictcd  from many
(e.g. 64) thinned die, occupies approximately the wimc
footlmint  as a standard die. In addition to the
trcmcndou.s  processing power afforded by such a donsc
lC cube. tlybridix:i[ion  O( a 3-D IC slack  to an image

scmor  array enables spatially parallel signal processing
to be W,rformcd  on image data at extremely high data
l-atcs. In the current collaborative effort ~tw~n JPI,
aud ISC, an architecture has been conceptualized which
conibincs  the spatially parallel 3-D irnager cube with
ncur al nclwork  processing for the first time, promising
tmmcndous  speed and problcm size improvements over
cmnvcntional 2-D Vl ,S1 techniques.

A particularly challenging application that requires the
tremendous processing capability afforded by such a
3-I) neural image processing cube is missile defense
which requires spatial-temporal recognition of both
point and resolved targets at cxlmmc]y  high speed
(nlillisc.conds). A rezonfigurahlc  neural network
architccturc,  trained properly, (loaded with appropriate
wcigh[s),  may discriminate targets from chitler  or
chissify targets once rc.solved. By mating a 64 x M
inlagc  scosor  to a stack of 64 neural net ICS, each with
different weights, a variety of image processing tasks
could bc performed in parallel at extremely high speeds
and in an cxlmmcly  small package (= 1 inch cube).
JP1 ~ and ISC arc currently pursuing such a VLSI ncura]
inmgc cube for a rnissilc  dcfcnsc application (a fast
frame secke.r oper:iting  at 1000 frames per second). 1 n
order 10 minimize heat dissipation in the CUM, power
most be ]imilcd  to abut 2 Watts for the entire IC slack.
This rcquirwncnt has lcd to t}ic design  of cxtrcmcly
ION’ power analog circuits for implementation of lhc
VI ,S1 neural  network ICs. LJsc of analog circuitry (as
oppo.scd to digital) cnab]cs  very compact, low power
neural net work rcalimtions [4,5]. In addition, for the
3-IJ stack mated to an imagcr array, the spatially
palallcl  input to the neural networks is in analog foml.
I>igital  neural processing would rc.quirc  at least one
(hi~h speed) or up to 64 (moderate sped)  analog to
digit:il converters on each IC, impractical for the low
power rcquircmcnt  of the proposed slack,  This paper
focuses on the analog neural network pofiion  of the 3-I)
architecture. I“cst results of the neuron and synapse
circuits arc prcscntcd.


